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NEWTON GREGORY FORWARD POLYNOMIAL METHOD

INTERPOLATION

Problem: Find the value of a polynomial by the Newton Gregory

method of

interpolation in between the following points, where the
function values at respective points are given.

x f(x)

0.0 0

02 0.203

0.4 0.423

0.6 0.684

0.8 1.030

1.0 1557 |
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PROCEDURE:

If at the points Xgs Xy, X;.....X, the corresponding function values are Jo-Jis [ronf. . then

a ;Tolynomial can be fitted with those given points and value of the polynomial at another
point can be calculated by using this method, with only restriction that here x,'shave o
be equally spaced. |

Corresponding *Difference Table” can be obtained as,

x, .f, N: Azj" A‘f: A‘j_l l
%o Jo Ao =fi— 12
%1 b Af, AT,
*2 fz Mz dzﬁ A’fo '-\.f o
x3 -fl A_f; ﬁz_’; &‘}-‘
ai f4 A.fl
Xs fs
From the difference table.
For 1* order:
Afy =f| -Jfo .
So Cﬂm’ = f,=J
Af, =1, - f, generalizing, &, = /, - /,
For 2™ order:
A fy = AB) = fi + fo=21,
Afi=fi+ -2/ So genenalizing, A’ f, = f,., + f,=2/..,

Similarly, A’ f, = f,.s=3fs +3f0— /1,

In this way generalizing for nth order it can be obtained as,

-1 =1)(n-2
81, = fssfuni+ 2 oy -

If s can be SRRulated as, s =22 ¢

the value of the polynomial is desired to find out.

where h=x,, —x,and x,is the value of x at which

Then the value of the polynomial at x, can be calculated as,

P.(x,)=f, +sAf, + A fo e

N

—

s(s—l)Azf +.s‘(s—l)(.s'—Z)
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ALGORITHM:

: Initialize no of iterations as ‘n’, which is equal to the no of x,'s .
2112311;2“10 point m=0.73 around which solution of the polynomial is desired to
Initialize a row vector x to take the x,'s as inputs.
for j loop in steps of 1
Cocfficients i.e. a,'s are calculated.
end for

)

Initialize a matrix delta to take different orders of calculated delta’s as inputs.
Calculate s = (m-x(1))/(x(2)-x(1))

. sum=0;

10. product=s;

11. forj loop 1 to n-2 in steps of 1

12, product=(product*(s-j))/(j+1)
13. pd t= product*delta(j)

14. sum=sum + pdt

15. end for

16. P=f{1)+(s* deltaf(1))+sum

17. Display P as a solution.

500 =3 O N g

SIMULATION CODE:

% Newton Gregory Method%

clear all;

x0=0.73;

x=[0.0 0.2 0.4 0.6 0.8 1.0]’;
h=x(2)-x(1);

s=(x0-x(1))/h;

a=zeros(6,5);

v=[0 0.203 0.423 0.684 1.030 1:5571%
A=[v a];

n=6;

for (j=2:n)
for(i=1:n-1)
A=A+, j-1)-A, j-1);
end
n=n-1;

end

1=1;
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P=0;
for(j=2:5)
=1;
for(k=0:j-2)
= (s-ky);

end
P=P+(*A(ij))/factorial(j-1);
€n
PN=A(1,1)+P;

di.sp('The value of f(x) at x=0.73 is=");
disp(PN);

RESULT AFTER SIMULATION:

J) Command Window

File Edt Yiew Web Window Help

Using Toolbox Path Cache. Type "help toolbox_path
To get started, select "MATLAB Help™ from the Help :

>» The wvalue of £(x) at x=0.73 is=
0.8956

>3 |

O T R e )

v
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DERIVATIVE BY DIVIDED DIFFERENCE

Problem: Find the derivative of the fitted polynomial through the following
points where the corresponding functional values are also given.

x S=)
0 1
2 3
3 7
5 21
6 31
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PROCEEDURE:

I :
f at the points XosXy3 X,,....x, the corresponding function values are o, N 5. S,
Then the fitted polynomial of x through these x,'s is given by -

F.(x)= f[:o]+(x—.ro)"j{xo.x,]+(x-xo)(x-x,)*ﬂxa,x,,x,]+....
+(x—xy )(x 7 )....(x—x,ﬁ,)* JTx,,x, yoerX, | @

Thus the polynomial for the divided difference becomes, Sx)=P,(x)+e (2)
Let f, be the value of the polynomial atx,. Then,

fT-"u-r:]=———'--Jrl —Jo =f;,m
X =%,
fz -1

f[xl Xy =—2—1 = flm
X; =X

Thus, fTx,,x,1= S1x,,x,], where ‘[1]* denotes the first order of the divided difference.

Similarly, for second order of the divided difference

fT%0r%,,%,] = STx %] ~ Hixg, %1 _ g

x2 _xo

S1xy, %3] f1x,,%,] _ ﬂlll

Xi3 Xy X3 [ =
ﬂ:s 23 3] X, =,

Now it can be written as, ;
STxgs X1, Xy 50X, J(X = X WX — X )oo(x — X, ) = fX0, %500, ]H(x -x,) 3)

Thus neglecting the error e, from (1), (2) and (3) in generally it can be written as,
P,(x) = f" + (x=x) " + (r=x ) =) [ et (= X W~ X))o (x = x, ) £

“4)
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Now from equation (3),

d n-1 n-1
—{J]x-x) = (X =2 XX = X))o (X~ x%,,)
dx E,[ ; (x-x,) I ©)

n-l n-1
I=

[TG=x),v) =i

0 J=D

Finally the derivative of the polynomial P, (x) can be obtained as,

n~1 n-1

B, (x) =0+ fxg,%, 1+ fTxq, %, %, 1{(¥ ~ x,) + (x = X, )} +.oon b L0 %0 %0a 1D [ [ (- %,)
-
_ ©)
The difference table becomes,
X, ¥ Sl %] S1x,5%,,5%,,,] AAx, s T X155 % 13 ] ﬂxisxwl&xnz’xna,x;‘n]

Xo | Jo | SIxeuxd=a, | fIxg.x,x;]1=a, | fIxg.%.%,,5]=a; | fIxg,%.%;,%5,%,]=a,
x | A | STx.x,] SIx5%5,x,] J1xy, x5, %5, x,]
x, | fo | STx,x5] JTx3,%3,%,]
x; | fi | fIxs%,]
x, | J
xs | s

ALGORITHM:

Initialize no of iterations as ‘n’, which is equal to the no ofx,'s.
Initialize the point m=3.0 around which derivative of the polynomial is desired to
calculate.

il

3. Initialize a row vector x to take the x,'s as inputs.

4. Initialize a column vector v to take the f's as inputs.

S. Initialize a 5x4 matrix ‘a’ with zeros such as it’s first column becomes v.

6. forjloop 2 to nin steps of 1

% for i loop 1 to n-1 in steps of 1

8. Coefficients i.e. a,'s are calculated as A(i, j) = Al +1_’] __l) — A("‘_’ D
x(i+j-1)—-x(@)

% end for

10. n=n-l.

11. end for

12. Display the difference table A.
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13.

14.
15.
16.
17.
18.
19.
20.
21.
22,
23,
24.
28,

Initialize another column x
S s——r oy vector M to take only the different elements of the first

sum={);
product=1:
for j loop 1 to n in steps of 1
for j loop 1 to n in steps of 1
product=product*(m-x(i))
P=product*M(});
sum=sum-+P;
end for
end for
sum=sum+A(1,1)
sum is stored at matrix A.
Initialize i=1 and S=0.

26. for j loop 5 to 3 in 1 steps of decreasing

217,
28.
29,
30.
31.
32.
33.
34.
35
36.
37.
38.

Initialize P=0
for zin loop 1 to j-1
Initialize P1=1
fork in loop 1 to j-1
ifzzk
P1=P1*(x0-x(k))
end if
end for
P=P+P1
end for
S=A(1j)*P
end for

39. L=S+A(1.2)
40. Display L as the solution i.e. derivative of the polynomial.

SIMULATION CODE:

% Derivative using Divided Difference%

clear all;

x0-4.1;

x=[0 2 3 5 6J;
a=zeros(5,4);

v={1

s 21 31I;

A=[v a];

n=35;

forj=2:n
fori=1:n-1

AGIHAGHJ-D-AGG-DV(xH-1)x0));
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end:
n=n-1;
end;

disp(A);
1=1;
S=0;
for j=5:-1:3
P=0;
for z=1:j-1
Pl=q;
for k=1 ;-1
if(z~=k)
P1=P1 *(x0-x(k));
end;
end;
P=P+P1 3
end;
S=A(ij)*P;
end;

L=S+A(1,2);

disp("The value of the derivative of f(x) is:");
disp(L);
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DIFFERENTIATION USING DIFFERENCE TABLE

Problem: Find the value of the derivative of a polynomial in fitted through
the following points, where the
function values at respective points are given.

X f(x)
1.3 3.669
1.9 6.686
2.5 12.182
3.1 22.198
3.7 40.447
4.3 73.700
4.9 134.290
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PROCEDURE;

lf at lhc points
B ‘xO"rpx PR o [he .
Polynomial can be ﬁ“&dzwith"th correspondin

! d A &), A,
B Jo A =F~F ‘

x| f; M Azfo S
- f2 4, & £, Nf |
I3 f; Af; Agfz Asf; 0

%, £ Af,

X e

From the difference table,

For 1* order:

Ao = fi = 1o

Af,=le—f, So generalizing, Af, = f, - £, ,

For 2™ order:

Az.fa = A(Afo) =.f2 +j;‘.i "‘2f1

Af =fi+fi-2f, So generalizing, A’f, = f,,, + f, -2,

Sirmla.rly, Asj; - f.l‘+3 _3j:+2 +3-f;'+1 _-f;

In this way generalizing for nth order it can be obtained as,

Aﬂf: =-’:+»‘—'Mm-l +anr__lz‘ﬂm—2 —E('#‘z_)ﬁﬂ—:‘ MR

If s can be calculated as, s = where s =x,, ~xand x,is the value of x at which the

value of the polynomial is desired to find out.
Then the value of the polynomial at x, can be calculated as,

] of @ — o n-1
) =/, +s4f + 26D 2 +"‘"‘—’3)l“‘—:”¢s-‘/; $rrnt [J 5= 1)

: LA
2 i n!
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ds 1
Si1 s '
mnce ._.-’-; SO }),,(S)xjn(x)

Thus the derivative of the polynomial becomes

d d
4 pesed ds
e LEn (S)] s ()~ =—W+ Ej{iil [Gs- l)}

J=2 k=0 |-

ALGORITHM; -

19. Initialize no of iterations as ‘n’ » which is equal to the no of x,'s .

20. hc:]t;ﬁﬁ the point m=3.3 around which derivative of the polynomial is desired to
21. Initialize a row vector x to take the x,'s as inputs.

22. Initialize a column vector v to take the fi's asinputs.

23. Initialize a 5x4 matrix ‘delta’ with zeros such as it’s first column becomes v.

24. for j loop 2 to n in steps of 1

25.  foriloop 1 ton-1 in steps of 1
26. Coefficients ie. a's are calculated as

delta(i, j) = delta(i +1, j — 1) — delta(i, j — 1)

27. end for
28. n=n-1.
29. end for

30. Display the difference table delta.

31. Initialize L=0, S=0. )

32. Initialize h=x(2)-x(1) and s=m-x(1)/h
33. for k loop 3 to n in steps of 1

34. Initialize sum =0

35 for i loop 1 to k-1 in steps of 1

36. ifj #1i

37. product=product*(s-(j-1))
38. end if

39. end for

40. Compute sum=sum+product
41. end for

24. Compute M=(sum*delta(1k))/factorial(k-1)
25. Compute S=S+M

26. end for
27. Compute L=(S+(delta(1,2)*s)+f{1))/h
28. Display L as final result.

Scanned with CamScanner



SIMULATION CODE:

% Derivative by Difference Table%
clear all;

x=[1.31.92.53.1 3.7434.9);
f=[3.669 6.686 12.182 22.198 40 447 73.700 134.290];

n=input('Enter the value of n: %

m=input('Enter the value of m:");
a=zeros(7,6);
delta=[f' a ];

for(j3=2:1:n)
for(i=1:1:n-1)
delta(i,j)=delta(i+1,j-1)-delta(ij-1);
end;
n=n-1;
end;

delta

1=0;

S=0;
b=x(2)-x(1);
s=<(m-x(1))/h;
for(k=3:1:n)

sum=0;
for(i=1:1:k-1)

product=1;
for(j=1:1:k-1)
if(j~=i)

product=product*(s-(-1));

end;
end;
sum=sum-+product;

end;
M=(sum*delta(1,k))/factorial(k-1);
S=S+M;

end;

L~(S+(delta(1,2)*s)+f{(1))/h;
disp(L);
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RESULT AFTER SIMULATION:

Fe Edt View Web Window Heb

D& e - B ? wn&m[uu.ﬁm_mnm_ut_mmﬁw_ - :;;]
[commantvindon DB
W Enter the value of n: 7 -]
| + ¢\ Commmications Toolbox Enter the value of a: 3.3

+ ofk Control System Toolbox delta =
+ ¢l Data Acquisition Toolbox

‘ 5
‘ o ﬂnamue Toolbax Ealomis 4 thendgh

* i Datateed Toolbox 3.6690  3.0170 2.4790  2.0410  1.6720
| = fk Filter Design Toolbax 6.6860 5.4960 4.5200 3.7130  3.0580
[ -;_'ﬁ = 12.1820 10.0160 8.2330 6.7710  5.5620
| =@k rinencial Derivatives Toolbox _‘ﬂ 22.1980 18.2490 15.0040 12.3330 0
K | » 40.4470 33.2530 27.3370 o 0

73.7000 60.5900 0 0 o

‘ e

LaunchPad | Workspace | g : - g
Current Directory EE

Columns 6 through 7

[B:\ALTECH_MATLAB\Eatien. B~ | @) cf M

1.3860 1.1180

AllL files | rile Type  |Last Mo 2.5040 0
~ jHatleb-essigmment Folder 07-Feb~i4] o o
B 1ab1.m BE-tile 16-Bov-i_| g g
| Lablo.n E-file 03-Dec-: o 2
@ 1sbrin B-file 17-Dec-: 0 o
[@1sb12.2 B-file 13-Dec-: N—
B LaB14.x E-file 17-Dec—:
B Lasis.x BE-file 17-Dec—i|| [>> | —
L — L |~
Ready
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LAGRANGE INTERPOLATION METHOD

Problem: Find the value of a polynomial of a variable at a particular

value of the variable where the value of the polynomial at
different values of the variable is given.

X f(x)
3.2 22.0
2.7 17.8
1.0 14.2
4.8 38.3
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PROCEDURE:

The universal technique for interpolating j :
; : g 1s to fit a polynomial thro eh .
surrounding the point *y’ where the value of the function istobgfound. W ot

Let, a polynomial is assumed in the following form:

(x —x )(x —x3 )(x—x3) + (X=X Mx = xp)(x — x3)
(%0 =x1)(x0 —*x2)%0 ~x3) " " (x; —x0)(x; ~x2)(x = x3) "
(x —xp )(x —x1 )(x —x3) & (x —x0)(x —x; x—x3)
(x2 —x0)(x2 =31 )(x2 =¥3) " © " (x3 — %0 )(X3 — x1)(r3 = x) >

P(x) =

Where, f, 13, f3, /4 are the values of the polynomial at the points x;, x5 X5 Xif s

In a more concise notation:

n n (x—x;)
P =3 fG) Tl —=
i=I j=1xi—x;)
J#i
Increasing the order of the polynomial does not necessarily yield a better accuracy of
interpolation.

ALGORITHM:
1. Read x,n
2. for i =lto(n+1) in steps of 1 do Read x;, f;,
end for
Remarks: The above statement reads xi s and the corresponding values of Ii's:
3.sum 0
4. for i = lto(n+1)in steps of 1 do
S. prodfunc « 1
6. for j =1ro(n+1) in steps of 1 do
7. if j=ithen
(x—x;)
prodfunc < prodfunc* ———
(X; —xj)
end for

8. sum « sum+ f; * prodfunc
Remarks: sum is the value of f at x
end for

9. Write x, sum

10. Stop
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SIMULATION CODE:

%Lagrange polynomial%
clear all;
X=1:
Y=];
P=0;
n= input(‘enter the value of n');
m= input('enter the value of m');

x=[3.22.71.0 4.8 5.6];
fx=[22.0 17.8 14.2 38.3 51.7];

for(i=1:1:n)

X=(X*(m-x()));
Y=(Y*(x(1)-x()));

end;
end;
P=(P+HX*x(1))/Y);
end;
disp(P);
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RESULT AFTER SIMULATION:

{
T 1~
‘!i = L FATLAB i‘
|| =< Commmicetions Toolbox

| =k Control System Toolbox

+ dfiData Acquisition Toolbox

| * ofiDatabase Toolbox

| = ok Datateed Toolbox

=i ¥ilter Desion Toolbox

* i Financial Derivatives Tool_b;:x _]:,
4| »

|+ | LaunchPad | Workspace |

= )X
5-- 7:39 PR 2/C4/0E --%
¥-- 7:47 FX 2/04/CB --%
%-- ©:01 F¥ 2/04/CE --%
%x-- B:13 FM 2/C4/C8 --%
¥-- 10:05 FM Z/04/08 &%

enter the value of m 3 =1

Value of the polynomial beccmes:
20.2120

>> |

| Command History [ Current Directory |
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Problem:

NEVILLE’S METHOD

Find the value of a polynomial by the Neville’s method of
interpolation in between the following points, where the
function values at respective points are given.

X f(x)

32.0 0.52992
222 0.37784
41.6 0.66393
10.1 0.17537
50.5 0.63608
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PROCEDURE:

The universal technique for interpolation is to fit

. . P a . -
surrounding the point *x* where the valye of the function irlotltinllmgmr;ﬂ] ‘:hruugh the points
s > found.

Letfhbetwern the potis: (x,, /)and(x, . 2) the fitted polynomial ean be written as

J()=Px)= 228 o G-x)

(x1"‘x2) (xZ_xl) 2
_(x=x).f, + (5 -x)f,
(X, —xy)

Where. _;".amﬁ[z are the function values at the points x,an

@L
. i 2 » Tespectively. x is the point
around which the polynomial has to be calculated. e

In _gcncml way, for any number of points the solution for the fitted polynomial can be
written as,

o

J

= (x = ,JG)‘PHI.J'-I L (x“‘.." B le"J"
" xn-j =, xl

Procedure is continued with number of successive approximations, and stops when the
difference between two successive P,'s becomes within a pre-defined error limit.

ALGORITHM:

1. Initialize no of iterations as ‘n’, which is equal to the no of - T

Initialize the point xx=27.5 around which solution of the polynomial is desired to
calculate.

. Initialize a column vector x to take the x,'s as inputs.

. Initialize a 5x5 matrix p.

. Enter the function values i.e. f(x,)'s in the first column of matrix p.

3
4
5
6. forj=2to 5 in steps of 1 loop
7
8

[S]

fori= 1 to n-1 in steps of 1 loop
(x ~ xi)'ﬂrl.j-l L2 (xHj . x)'Pt,_,'-l

Calculate P, =
xl'+j —-X;
gs end for. )
10. Decrease n in one step i.e. n=n-1.
11. end for.

12. Display the solution as p(1,n).

Scanned with CamScanner



SIMULATION CODE:

9, Neville’s Method%

clear all: :
n=input(‘enter the value of n:'");

nn=—n,
xx=27.5;
x=[32 22.2 41.6 10.1 50.5]';

p=zeros(5,5);
p(1:5,1)=[0.52992 0.37784 0.66393 0.17537 0.63608]";

for(j=2:5)

for(i=1:nn-1)
p(i.j)=(Cex-x(D))*pli+1.j-1)+(x(+j-1)-xx)*p(ij-D)(x(+)-1)-x1);

end;
nn=nn-1;
end; .
disp('The difference table is=');
disp(p);
disp('The solution is='");
disp(p(1,m)); .
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RESULT AFTER SIMULATION:

: . L

Fle Edt View Web Window Help

O 5 2 Qurent Directory: | D'RICPRACTICALSW.TECH_LABSM. TECH_MATLABWATLAD M TechiPt | ___]
e DR~ 1 ]| _33 —
| * A MATLAB ~|| [enter the value of n: 5 .
‘ - fk Conmmications Toolbox The difference table is=

gk i 0.5299  0.4601  0.4620 0.4617  0.4575
! : ontrol System Toolbox 0.3778  0.4560 0.4607  0.4790 0
| & fkData Acquisition Toolbox 0.6639  0.4452  0.5584 0 0
b 0.1754 0.3738 0 0 0
| # kDatabase Toolbox
1 P Dutstiian Tou 0.6361 0 0 0 0
| & ﬁnumﬂ:d Toolbox

- ﬂnlcez Design Toolbox The solution is=

= ok Financial Derivatives Toolbox ’:| 84318

A [ f s> ]

l | LaunchPad | Workspace |

Currene Direciory EE '

[ D:\RIK\PRACTICALS\E.TECH_v| | B % #

All files |File Type  |Lasc o

_1_ projnav Folder 03-Feb-. =

] _xmsgs Folder 03-Feb-—

Cyisim Folder 03-Feb-:

[isin. tap_save Folder 03-Feb-:

[JHatlsb-assignment Folder 03-Feb-:

Cyxst Folder 03-Feb-:

D __ISE_repositor... 11-Dec-iw

< | > d| | »
Ready
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ALGORITHM:

Initialize no of iterations as ‘n’, which is equal to the no ofx,
S

Initialize the point m=3.0 around which sol s &
calculate. ution of the POI}’HOImaI 1S desired to
Initialize a row vector x to take the x,'s as inputs.

Initialize a column vector v to take the £,'s as inputs.

Initialize a 5x4 matrix ‘@’ with zeros such as it’s first column becomes v
for j loop 2 to n in steps of 1 )
for i loop 1 to n-1 in steps of 1

—
.

(]

e Nl b ow

A +1,j-1)— AG, j-1)
x(i+j—=1)—x()

Coefficients i.e. a;'s are calculated as A(i, j) =

9. end for

10. n=n-1.

11. end for

12. Display the difference table A.

13. Initialize another column vector M to take only the different elements of the first
row of the matrix A.

14. sum=0;

15. product=1;

16. for j loop 1 to n in steps of 1

17, for j loop 1 to nin steps of 1

18. product=product*(m-x(i))
19. P=product*M(j);

20. sum=sum-+P;

21. end for

22. end for

23. sum=sum+A(1,1)
24. Display sum as the final solution.

SIMULATION CODE:

% Divided Difference%
clear all;

m=3;

n=5;

x=[3.22.71.04.8 5.6);
a=zeros(5,4).

v=[2217.8 14.2 38.3 51.7]
A=|v a];
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DIVIDED DIFFERENCE INTERPOLATION

Problem: Find the value of a polynomial by the Divided
Difference method of interpolation in between the
following points, where the function values at
respective points are given.

X f(x)
3.2 22.0
27 17.8
1.0 14.2
4.8 383
5.6 51.7

Scanned with CamScanner



PROCEDURE:

Ifat '.he points x0=x| ,xz ,-...J.'n ule conesponding ﬁ.lnct

. ion
Then the fitted polynomial of x through these i values are B ;. f,
i

given by

P(I)=an+(x_x0)*al+(x_x0)(x—x1)*az+ +
« EALCORS RO
Pl = ,,_l)*an

Let f; be the value of the polynomial at x . Then,

fTxg,x]=2—J0 fi=1s =fom
X, =X
f[x"le_i fl fm

In general way, f[x_',x,]=.f'_:_i___ﬂm

xI _xs

Y f

5

Similarly, fIx,,x,]= =

Thus, fIx,,x,1= fIx,,x,], where ‘[1]’ denotes the first order of the divided difference.

Similarly, for second order of the divided difference

f[xl’xz]_f[xmxil

SIx0,%1,%,]= =j;,l2]
Xy =X
4 f[x2!x3]—.f[x19x2] _ 2
f[xlsx29x3]— — _fi

Generalizing in this way for n” order the polynomial becomes,
_ STxs X e X I = STX5 Xy e Xy ]

X, —Xp

Now it is desired to find the values of the coefficients a,'s i.e. a5,4y,.....,a,
Since the polynomial will satisfy the pointsx,'s , thus,

At, X=x,
Pn(x0)=ao = Jo

Scanned with CamScanner



AL x =x,
Fo(%) =y + (5, - xy)a

J,—a -
(Jr.a1 :—-l.___'_\_':_-{l__l:g-.:f‘”
xl_-tu I'i—-,\'n o

Al x=1x,
P(x,)= :
= { ‘) a, +(.\', -—.\“)_nl +(‘l‘J —xn)(x, -_\-I),a? = f
2
After doing some manipulation

Lz h _hi- 1,

X;=% x-x

a, = S8
X, =X,
_ ,-llll » f“ln
Xy =X,
= ﬂxl‘x?]-—ﬂxnax]]
X3 —X,

Similarly, a, = £,

- jletxzo""xn]_ﬂxmxl!""xn-ll _fl"l

Similarly, a,
x- = xu

Thus the process continues with finding all these coefficients and the computes the
functional value at given pointx, from the fitted polynomial curve. The difference tabic

becomes,

[x, T/ | /1x.. Ak Hx..x,0053] | M55 X2 %s] | ST Ens g Bon ko]
_r“fﬂ —fizn.x,]=a, _ﬂxo,x,,x))=a2 STxo, X, Xy, x5 =ay | f1x,%,,%,,%,,%,] = a,
X | 4 ﬂ‘rl“r?] f[x,..rz,x,] f["'n-rz,x;,-r.]
x, | Sa | S1x.5] Sxy, x5, %]

xy | Sy | 1x5x,]

x| S

x| Js
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for j=2:n
for 1i=1:n-1
AL))F(AGHLJ-1)-A®-1))/ (X(i"*‘j-l')—x(i))-
end ’
n=n-1;
end;

disp('The Difference Table becomes=");
disp(A);

M=[ A(1,2) A(1,3) A(1,4) A(1,5)];
sum=0;

product=1;

for(1=1:1:n)
forG=1:1:n)
product=product*(m-x(i));
P=product*M(j);
sum=sum-+P;

end;
end;

sum=sum+A(1,1);
disp('The solution 15=);
disp(sum);
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RESULT AFTER SIMULATION:

Fe Edt View Web Window Hebp |w

0D B} 7 CurentDireciory: | CiDocuments and SefingsiuserDesitop = o
T b RS e+ x] _EEI‘
| # L MATLAB a|l [>> The Difference Table becomes= -
| a-ohc T 22.0000 8.4000 2.8556 -0.5275  0.2558
| 17.8000 2.1176 2.0116 0.0865 1]

: *fk Control System Toolbox 14.2000  6.3421  2.2626 0 0
I > <fiData Acquisition Toolbax 38.3000 16.7500 o o 0
| & B — 51.7000 0 0 0 0

% 4fi Datafeed Toolbax ) |The solution is=

#- L Filter Design Toolbox 20.3200

#-<fk Financial Derivatives Toolbox ]:| 5]

4 | »

| ' | LaunchPad | Workspace |

Crarert Diewclory nn
]C:\Dm and Setﬂnp:' :] o M

All files | File Type | Lasc Modis
B aivided dirrere... B-file 12-Feb-20C
B LB23.m E-file 11-Feb-20C

UP LAB26.m B-file 31-Jen-20C
[ Microsoft Word. 1nk 03-Feb-20C

< | 2L L
Ready
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THE METHOD OF SUCCESIVE BISECTION

Problem: To find the root of the equation 7(x)=x> +x2-3x-3=0 using
Method of Successive Bisection
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PROCEDURE:

This me_thod begins with an iterative cycle by picking two trial points which enclose the root.
Two points xo and x| enclose a root if f(xo) and f(x,) are of opposite signs. The method then

bisects the interval (x0 and x;) and denotes the midpoint x; as, X, =x°_;x..'-_ If f(x2) =0 then we

have a root. However, if f(x2) >0 (from fig 1a) then the root is between xg and x2. Now the
method replaces X1 by x2 and searches for the root in this new interval which is half of the
previous interval. This again calculates f(x,) at the midpoint of this new interval (from fig lb): If
this time f(x7)<0, then the root lies between x; and x;. Then again xg is replaced by xz and again
the iterative procedure repeats. By repeating in this way the search procedure always encloses
the root in the search interval and the search interval is halved in each iteration. The method
stops the iterative cycle as soon as the search interval becomes smaller than the pre-assumed
precision.

ILLUSTRATING FIGURES:

L) 1 f'(,)_,) A

X
= ___‘\“

_——_—— — -
R
Re- — —
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ALGORITHM:

1- Rcad xo,xl,e
Remarks: x; and x; are two starting values which enclose the desired root, e is the error
allowed in the answer. Steps 2, 3 and 4 are called initialization steps which prepare the
ground for the succeeding steps in the algorithm.

2. yo « f(xq)

3. e f(x)

4. 10

5. if (sign (yg) =sign (y;) ) then

Begin Write ‘Starting Values unsuitable’.
Write xq,X1,Y0. )1

Stop end
6. While [F1L=70) . . 4o
X1

Begin

7 X2 <« __(xo +xl)
2

8. ¥y < f(x2)
9.
10. i< i+1

11. if (sign(yp) =sign (y2)) then
12. xg-4%o

13. else

14. X] € X2

15. end
16. Write ‘Solution Converges to a root

17. Write ‘Number of Iterations =, i
18. Write x3,¥7
19. Stop

]

SIMULATION CODE:

% Bisection Theorem%

x0= input ('Enter the value of x0');
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Ri=j ¥
' Input (‘Enter the value of x1");

€= Input ("Enter the value of e');

y(:: X0"3+x0%2-3%x0.3;
y =XIA3+"\(]A et ‘
e 2-3*x].3;

if(()”0"‘);1) <=0)

While abs((x1-x0)/ xl)>e

X2 = ((x0+x1)/2);

¥2 = X2"3+x212-3*x2-3;

i=i+];
if (y0*y2)<0
x0 =x0;
xl=x2;
end;
if (y1*y2)<0

x0=x2;
x1 =x1;
end;

end;
disp(x2);

else
disp(‘wrong input');

end;

RESULT AFTER SIMULATION:

SET1 SET II SET I
Enter the value of x0 0 Enter the value of x0 -1.2 Enter the value of x0 2
Enter the value of x1 2 Enter the value of x1 0.8 Enter the value of x1 3
Enter the value of e 0.0001 Enter the value of e 0.0001 Enter the value of e 0.0001

Output: 1.7321

Output: -1.0000

Output: wrong input
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SECANT METHOD

Problem: To find the root of the equation f(x)=x’ +x*>-3x—3=0 using
SECANT Method
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PROCEDURE:
In this method i l(x) is approximated by the expression:

£y = LG~ S Gi) ()

Xi —Xj—1

Where x; and x;_1 are two approximations to the root. The iterative formula to go from the ith

&

to the (i +1)th approximation is given by,
B JS(x;) ) -
(F(xi) = [ (xi)) Mxi —xi-1)

A geometrical interpretation of the method is explained by the figure bc!ow. F 1rst a secant 1s .
drawn connecting f(x;_;)and f (x;). The point which it cuts the x-axis is x;,1 - Another secant is

)

Xivl = X;

drawn through f(x;)and f(x;_;) to getx;,o. This is repeated till f(x) =~ 0. For computation

the suitable iterative formula becomes

_ X1 (X)) — % f (x-1) 3)

T ) — f(xi1)

ILLUSTRATING FIGURE:
N
(%) . ///

X v
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ALGORITHM:

L. R
3 cad
R X0, X1 ¢, delta, n
€m &
al'kS. xO " xl 4

g~ are two initial :
the minimup it guesses to the root. e is the prescribed precision, delta

Permitted. wed value of slope and n the maximum number of iterations to be
2. fO %= f(XO)
3 N sy
emarks: statements - i
S :: xclzda;(_: repeated until the procedure converges to a root or
‘; fori=1to nin steps of 1 do
6' if| £ — fo| <delta then GOTO step 15
© X2 (X0 i —x1f0) L - fo)
7. foe f(xp)
8. if| f5| <ethen GOTO step 17
9. fo — _fl
1. xp «x
12. X1 < X3
endfor

13. Write "Does not Converge’, xg, X1, fo, /i
14. Stop
15. Write Slope too small °, 1, fy, fi, Xg» X1
16.
17. Stop
18. Write *Convergent Solution’, i, x5, f>
19. Stop

SIMULATION CODE:

% Secant Method%

x0= input(‘Enter the value of x0');

x1= input(’Enter the value of x1");

e= input('Enter the value of precision=¢e');

delta= input('Enter the value of minimum slope=delta’);
n= input('Enter the value of maximum iterations=n');
f0=x0"3-3*x0"2+x0+1;
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Fl=x113-3%x1724x141:
for(i=1:1:n)
if abs(f1-f0)< delta
disp('Slope is too small');

else
X2((x0*f1-x1*10)/(11-10);.
f2=x273-3*x22+x2+1;

if abs(f2)< e

disp('Convergent Solution');
disp(x2);

else

f0=f1;
f1=12;
x0=x1;
x1=x2;

end;
end;

end;

RESULT AFTER SIMULATION:

SET I: SET II:

Enter the value of x0 -2.5

Enter the value of x1 2 Enter the value of x1 -1.3

Enter the value of precision=¢ 0.001 Enter the value of precision=¢ 0.001
Enter the value of minimum slope=delta | Enter the value of minimum slope=delta

0.0001 0.0001
Enter the value of maximum iterations=n | Enter the value of maximum iterations=n 15

10

Enter the value of x0 0

Output: Convergent Solution 1.0 Output: Convergent Solution
-0.4142
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METHOD OF FALSE POSITION

Problem: To find the root of the equation 7(x)~ x2—49-0 using
Method of False Position.
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PROCEDURE:

The procedure of the method of false position or Regula Falsi starts by locating two points
xpand x; where the functions have opposite signs. Now two this points arc connected by a

straight line and then the point where it cuts the x-axis has been located. Let the intersection
point isxsy. f(x3)is computed then. I f(x;) and f(xq) are of opposite signs then xj is
replaced by x5 and a straight line is drawn connecting f(x3) to f(xg)to find the new
intersection point. If  f(x5) and f(xq) arc of same sign then x is replaced by x, and

procedure proceeds as before. In both cases the new interval of search is smaller than the initial
interval and ultimately it is guaranteed to converge to the root.

The equation to find successive approximations from the figure (3.1) becomes,

=)= f(x0) _yorp- S50 (1)
X —Xp X —X2

S (x; Xx; —xp)
S(x)) = [f(xq)

Or. xj—x3 =

_ xo/(x1)—x1./ (X0) (2)
27 f(x) - f(x0)

Or.

ILLUSTRATING FIGURE:

P - 1‘ - - e - 7 »T‘—
.-: 7,'" 2 - \
y ’
e/ /( I
A7 Y !
= ]
.'l( I S B .
s Fa ' {
e e oy s
XQ I "/ /‘,‘ /(t
I f,..
| Fi
! ]
A & X
) [ ]
’ -f
., . (
P 4 /
.’f-d - 30’
"
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ALGORITHM:

1. Read xp, x;,e.n
Remarks: xpand x; are two initial guesses to the root such that sign sign (f (xp)) # sign
(f(x1)) - The prescribed precision is e and n is the maximum number of
iterations. Step 2 and step 3 are initialization steps.

2. fo < f(xp)

3. h«fx)
4. fori=1 tonin steps of 1 do

(x0.f1 —*1.f0)

5. X) <
(1—/o)
6. f2 « f(x2)
7. if | fo| < e then
8. begin Write ‘Convergent Solution’, x3, fo
9. Stop end
10. if sign (f>) = sign (fp)
11. then begin x; < x;
12. fi < f> end
13. else begin xp < x3
14. fo < fp end
endfor

15. Write ‘Does not Converge in n iterations’

16. Writexy, f5.
17. Stop

SIMULATION CODE:

% Regula Falsi or Method of False Position%

x0= input('Enter the value of x0";

x1= input(‘Enter the value of x1');

e= input('Enter the value of precision=¢');

n= input('Enter the value of maximum iterations=n’);
f0=x0"2-53.29;

fl=x172-53.29;

for(i=1:1:n)
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X2=((x0*f1-x1*10)/(f1-f0));
f2=x212-53.29:

if abs(f2)< e
disp('Convergent Solution');

disp(x2);
end;

if (abs(f2)= abs(f0))
x0=x2;
0=12;

else

x1=x2;
f1=12;

end;

end;

RESULT AFTER SIMULATION:

SETI:

SET II:

Enter the value of x0 5

Enter the value of x1 9

Enter the value of precision=e 0.001
Enter the value of maximum iterations=n
10

Enter the value of x0 -9

Enter the value of x1 -5

Enter the value of precision=e 0.001

Enter the value of maximum iterations=n 10

Output: Convergent Solution 7.00

Output: Convergent Solution
-7.00
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NEWTON-RAPHSON ITERATIVE METHOD

Problem: To find the root of the equation f(x)=x’ + x> -3x-3=0 using
NEWTON-RAPHSON Iterative Method
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"PROCEDURE:

Considering a curve f(x) given in the following figure, starting from an arbitrary point xg the
root can be reached by using the following procedure. \

First the slope of f(x) is determined at x=x

: ol-€. f'(xg).Then the next approximation x| is
picked up to the root by using the equation

S(xg) _
(0 —x1) =tand = f'(xq)
Or, xl =x0—-1_(£(£
S(xq)

In general from ith to (i+1)th approximation

JS(x;)
S (x;)

Assuming that f(x;) is never zero for any X; .

Xitl = Xj =

Iterative cycle is stopped when two successive values x;of are nearly equal within a prescribed
tolerance.

First a tangent to the curve f(x) is drawn at x = xgand the point where it cuts the x-axis is taken
as the next approximation. The same procedure is repeated till f(x;) becomes nearly zero which
in turn implies that x;,; and x; are almost equal.

ILLUSTRATING FIGURE:

FE9n
e i
7(:0
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ALGORITHM:

9. Readxg, epsilon, delta. .

emarks: x; is the injti : ;
0 € Imitial guess, epsilon js the prescribed relative error delta is

R

the prescribe

Smtgmem b [:. l{;);:e; boutl‘:ril for fl“ and n the maximum number of iterations to be allowed
peated until the procedure converges 1o a root or iterations equal n. |

10.Fori=1 ton in steps of 1 do

1. fo « f(xp)

12. fo « f'(xp)
13.1f £'(0) < delta then gotostep 11

fo.

14.x1 « x0 —
fo

*1 —Xo

15.if <epsilonthen go to step13

X1
16. x5 « x
end for
17. Write ‘does not converge in n iterations’, f, f ‘o,xo,xl
18. Stop '
19. Write “Slope too small’, fp, 0,y

20. Stop
21. Write “Convergent solution’, x;, f(x;),i

22. Stop

SIMULATION CODE:

% Newton-Raphson Method%

x0 = input (‘Enter the value of x0=');

epsilon = input ('Enter the value of epsilon=");
delta = input (‘Enter the value of delta=");

n= input (‘'Enter the value of n=");

for (i=1:1:n)
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0= x012-25:
fdiff= 2*x0;

if abs(fdiff)<= delta
disp ('Slope too small');

else
xl=x0—(f0/abs(fdiﬂ));
if abs((x1 -X0)/x1)< epsilon
d?sp('Convergent solution’);
disp(x1);
end;
x0=x1;
end;

end;

RESULT AFTER SIMULATION:

SET1I SET I SET III
Enter the value of x0=6.8 Enter the value of x0=-5 Enter the value of x0=3.4
Enter the value of Enter the value of Enter the value of
epsilon=0.0001 epsilon=0.0001 epsilon=0.0001

Enter the value of delta=0.001
Enter the value of n=10

Enter the value of delta=0.001
Enter the value of n=10

Enter the value of delta=0.001
Enter the value of n=10

Output: 5.0000 Output: -5.0000

Output: 5.0000
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GAUSS ELIMINATION METHOD
Problem: Find the solution of the set of equations such as:

4x“ —2x|2 +x|3215
—3X21 — X927 +4x23 =
X31 —X32 +3x33 =13
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PROCEDURE:

This {11ethod is a dm.cct method whi(_:h consists of transforming the given system of simultancous
equations to an cquivalent upper triangular system. From this transformed system the rcquircc]

solution can be obtained,

Consider the system of n equations in n unknowns givenby Ax=p

a)1ajaa;; X b
Or, ajz|azassy * Xy | = {;2 (1)
asj|azyaszsz | | x3 by

To transform the system to an equivalent upper triangular system the following operations are

considered:

. a;
The row operation R; — R; —a—"-Rl;i=2,3, ..... n. Making all the entries in the first
11

column zero the first equation obtained is called pivotal equation. a;; # 0, is called pivot

and — 2L for | = 2,3 ....n are called the multipliers for the first elimination. Ifa;; =0,

ap
then the first has to be interchanged with another suitable row so as to have a;; # 0.

a ] - . - -
Next is R; = R; ——EZRZ;: =3,4,....n which makes all entries a3j,a4;,....a,;in the

2.
a2
second column zero.
a; ) .
3. In general the row operation becomes R; —> Riq —;‘-LR;:;: =k+1,k+2,..n which
kk

. . th
make all the entries @y ;1,@f425-@nx inthe k7 column zero.

4. Hence the given system of equations is reduced to the form PX =U where U is the
upper triangular matrix. The required solution x then can be obtained by X =U\ D
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ALGORITHM:

. ey matrix together in a C matrix with n no of rows and m no. of
2. fork from 1 to (n-1) in steps of 1

for i from (k+Dtonin steps of 1

u=C(i,k)/C(k,k)
for j from k to (n+1) in steps of 1
Clid)=C(ij)-(u*C(k j))

end for
end for
9. end for.
10. upper triangular matrix is U=C(1:n,1:m-1)
11. diagonal matrix is D=C(:,m)
12. solution x is obtained by x=U\D

SIMULATION CODE:;

clear all;

n=1nput('Enter the no. of rows of the matrix:'");
m=input('Enter the no. of columns of the matrix:");

C=[4-2115;-3-148;1-1313];

[n,m]=size(C);
disp('The matrices are');
A=C(1:n,1:m-1)
B=C(:,m)

for(k=1:1:(n-1))
for(i=(k+1):1:n)
u=C(i?k)/((3(k,}()));
for(j=k:1:(n+ _
r(cll(i,i)=C(ixi)-(ll"C(l'&J));
end;
end;
end;

disp('The upi)cr triangular matrix is-');
U=C(1:n,1:m-1)

=C : ); -4 3 _l .
dDisp(fT,';::a solutions of the given equations are-');
x=U\D

Scanned with CamScanner



RESULT AFTER SIMULATION:

J Command Window
Fle Edt View Web Window Help

A= E]
4 -2 1
-3 -1 4
1 -1 3
B =
15
8
13
The upper triangular matrix is-
U=
4.0000 -2.0000 1.0000
0 -2.5000 4.7500
0 0 1.8000
The solutions of the given equations are-
X =
2.0000
-2.0000
3.0000
>> g
< |‘r_
Ready
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GAUSS-JORDAN ELIMINATION METHOD
Problem: Find the solution of the set of equations such as:
6x) —2x5 +x3.11

X) +2x2 —5x3 =-1
—2x; +7xy +2x3 =5

Scanned with CamScanner



PROCEDURE:;:

Let us consider the system of equations 4.x = B

If A is a diagonal matrix then the given system re;iuccs to

a”OO....O X bl
0(122 00...0 |* Xy |= b2
000 ..... ann xﬂ' bn

This system reduces to following n equations with their solutions directly.

aj1x; =b

11-%1 bll Appxp =b,

or,x; =—— or,x, =2
ayy Q.

nn

T-he method qf qbtaining the solution of the system of equations bye reducing the matrix A to a
diagonal matrix is known as Gauss-Jordan elimination method.

. Firstly the system is rearranged in such a fashion that the diagonal elements of A

magnitude that are greater than the sum of the remaining elements in the corresponding
n
row 1.€. |a,j| = ¥, la,-jl,i = | 258"
i=1
j#1

Then the lower and upper triangular forms of the matrix A is obtained by LU
Decomposition method and stored in different matrices.

Remaining diagonal elements are arranged in another matrix setting rest of the elements

to be zero, which will form the diagonal matrix.

From that diagonal matrix the solutions for the system of equations can be obtained.
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SIMULATION CODE:

clear all:

A=[6 21 1151 2 -5.1:2 _
C=A(:1:3); =2 7 2 5);
b=A(:4);

for(i=1:3)
x0(1)=0;
end;

for(i=1:2)
sum=0;
for(j=1:3)
iffi~=j)
sum=sum-+abs(C(i,j));
end;
end;
if(abs(C(i,i)<sum))
for(k=i+1:3)
if(abs(C(i,i))<abs(C(k.i)))
for(j=1:4)
D=A(1,));
A(ij)=Ak,));
A(k,j)=D;
end;
end;
end;
end;
end;

C=A(,1:3)
b=A(:4)

for(k=1:100)
for(i=1:3)
E@1)=0;
for(j=1:3)
if(i~=j) ,
E@)=E()~(C(i.))*x00));

end;

end;
x(1)=(b(i)+E())/C(i,1);
end;
for(i=1:3)
if(abs(x(i)-x0(i))<0.00001)
break;
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end;
for(i=1:3)
xX0(1)=x(1);
end;
end;
end;
disp('The solution is:");
for(i=1:3)
disp( x(i));
end;

RESULT AFTER SIMULATION:

} Command Window

1l
S
-1

| The solution is:
' 2.0000

1.0000

1.0000

__I;I;

|
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GAUSS-SEIDEL ITERATIVE METHOD
Problem: Find the solution of the set of equations such as:

6;\','1 —21'2 +X3=11
X1 +2x2 —5x3 =—1]
—2x1 +712 +2.X'3 =
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PROCEDURE:

Let us consider the set of n simultaneous equations in n unknowns

a”_x]‘+a|2.x2) B T +a|,,._xnl= d1p+1 (l)
anyxy +a222+........+a2qxn = azﬂ+i )
asx +azpxy +........ +as,.x, =a3pi (3)
a, X +a,,2.xz b T +ann_x,, =qpnt1 (4)
it 0 0 .
In the Gauss-Seidel method X3 seinizions Xp are set equal to zero and x;lls calculated
from equation (1). This value of x) and zeros are substituted for ., T (e )
equation (2). The values xlland x2' along with zeros for X Kvisanians Xpare used in
equation (3) to compute x31. Finaly, xll,le,x3l, ............ ,x,,_]] are used in equation (4)

1 e ; -
to compute x, .With this the first lteration ends. In the second iteration

- 1
XY o XG " s HY gnisianis »Xp are used to compute x]‘?. xlz,x3 ek x,,lare used to get x22

and so on. In this method only the latest approximations for the values of variables are
used in iteration.

ALGORITHM:

[—
.

for i= 1 to n in steps of1 and j=1 to n+1

2. insteps of 1 do Read a;; end for

3. Reade,m

Remarks: e is the allowed iterative error and m is the maximum number of
iterations allowed for the solution to converge.

for i=1 to n in steps of 1 do x; «— O end for

Remarks: all x;s are initialized to zero.

o

5. for iteration = 1 to m do

6. big«0

7 fori=1 to nin steps of 1 do

8. sum«—0

0. for j= 1 to n in steps of 1 do

10. if( j # i) then sum«—sum+ a;; x jend for
1 temp«—(a;, 1 —sum)/ aj;

12, rclermri—l(x;— —temp)/ Iempl

13. if relerror >big then big«—relerror
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14. X;+—temp

15. end for

16. if (big < e)then

17. begin Write *Converges to a solution®

18. fori=1 to nin steps of 1 do Write x; end for.
19. end for

20. Write *Does not converge in m iterations”.
21. fori=1I tonin steps of 1 do Write x; end for.
22. stop.

SIMULATION CODE:

clear all;
CH6 21 1151 2 5 -1;-2 2.2 5];
A=C(:,1:3);

for(i=1:2)
sum=0;
for(=1:3)
if(i~=j)
sum=sum-+abs(A(1}));
end
end
if(abs(A(i,i)<sum))
for(k=1+1:3)
if{abs(A(i,1))<abs(A(k.i)))
for(j=1:4)
D=C(1));
C(ij)=C(k,);
C(kj)yD;
end
end
end
end
end

A=C(:,1:3)
b=C(:,4)

L=zeros(3,3);
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U=zeros(3.3);
D=zeros(3.3);

d=diag(A);:-
D=diag(d);
for(i=1:3)
for(j=1+1:3).
U(i4)=AG,)):
end -
end

for(i=2:3)
for(j=1:i-1)
L(ij)=AGy);
end
end

for(i=1:3)
inverseD(i,1)=1/(D(i,1));
end M |

x=[0 0 0]}
for(i=1:20) |
x 1=(inverseD*b)-(inverseD*(L+U)*x);
- 1f{(x1-x)<0.00001) '
break
end
x=x1;
end

U

L

D

disp(‘'The solution is');
x=A\b
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RESULT AFTER SIMULATION:

Fie IR Vs Wabh Windoee Hd

De b n 7?7 QowtDretey [ C Darveverts o

“ fAmTiar

+ ‘l'_-llﬂtlll\l Toolbox

+ A Control Tyrres Trolbox

+ i bere Acquirition Toolbex
% dAPerabare Toolbox

¢ dfiDerarerd Toolbox
| & @A niver Derign Toolbox

+ dA ninencial Perivatives Toolbox -l

Lel | 0.0

.| _\sunchPag | Workspace | -

J

.- e:5F PR 1/26708 --&
A= BLIC PR 1729708 --\

Moo

L

buf

|+ | Commanatistory | Cument Directory |

Resoy
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TRAPEZOIDAL RULE FOR NUMERICAL INTEGRATION

Problem: Find the value of a given function by the Trapezoidal Rule of
integration in between the points x =1.8andx =3.4where the value of the
functions at different points are as follows:

x f(x)
1.6 4.953
1.8 6.050
2.0 7.389
2.2 9.025
2.4 11.023
2.6 13.464
2.8 16.445
3.0 20.086
3.2 24.533
3.4 29.964
3.6 36.598
33 44.701
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Newton-Kotes Formula:

In a region if x has equidistant values then th ial i
o oy eq e integration of a polynomial in the rangeato b

b
[P,(x,).ds , where the polynomial is given as,

1 = a
P (x) = fy + 5.4, + S(S )Azfo i(i%is—z)-&fo o
Here, s = & ;x")
Or, hds = dx

Now, P, (x,) is converted from x to s.

Let, n=1, then i=0, 1: it becomes a linear polynomial. Let the limits of integration are x,andkx,

].f(x).dt = xj[fo + 5.Af, 1dx
X %o
=h j[[ﬂ) +54Af, )ds
0

= hf;)[S]ol + hAfo[S?]n
hAf,
2

=h.f[,+

2[2fu+f: ol
h
E[f +A4]

Let, n=2, then i= 0, 1, 2: it becomes a quadratic polynomial. Let the limits of integration
are X, X; s X %

T s =T, #0804 0 8 fa

—”I[fo+ safy + X0 g, e

= Bier v 6lh - L)+ U~21+ £

W
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W 3

/o +4/, + 15]

Let, n=3, then i=0, 1, 2, 3: it becomes a cubical polynomial

¥ 3k
Jf(x)drz-é_[_ﬂ, +3£,+3f,+ £,]

PROCEDURE:

h
=SUh+2h+2f 428, + £4)

1, Enter the values of x as inputs.

2. Enter the functional values f(x) as inputs.

3. Initialize no. of iterations to be performed by the method.
4. Compute h=x, — X

5. Define a variable P=0

6. foriloop 2 to nin steps of 1

7 P=R@g2T7(x;)

8. end

9. Compute S=(h/2)*(fx(1)+P+fx(n+1));

10. Display the result of integration stored in S.
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SIMULATION CODE:

% Trapezoidal Formula%
clear all;

x=[1.82.02.22.42.6283.03.23.41;
fx={ 6.050 7.389 9.025 11.023 13.464 16.445 20.086 24.533 29.964 1;

n=§;
h=(x(2)-x(1));
P=0;

for(i=2:1:n)

P=P+2*fix(i);
end;
S=(h/2)* (fx (1 )+P+fx(n+1));

disp('The Result of Integration is=");
disp(S);
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RESULT AFTER SIMULATION:

Fle Edt View Web Window Help
D& © = @ o« B 7 |CurentDrectory: [ DRIPRACTICALSM TECH LABSWLTECH_MATLAB Wik

e P R T + ]
& maT1aB i'
o Commumi cations Toolbox
ok Control System Toolbox
ofipata Acquisition Toolbox
—ofk Database Toolbox
i Datafeed Toolbox
i rilter Design Toolbox

>> The Result of Integration is=
1.3439

> |

#n.nanciu Derivatives Toolbox -
4| | »
<|»| tLaunchPag | Workspace |
Current Directory : n m q
[D:ARmVPRACTICALS\L TECH_ > .| @) o M4
All files | rile Type  [Last mo
(JHNatlab-assignment Folder 07-Feb-2|
[@pividea pittere... B-rile 12-Feb-:
B 1ap1.m BE-file 16-Bov-;
Labl0.m H-file 03-Dec-:
[@1ab11.n B-tile 17-Dec-;
[ 1eb12.n H-file 13-Dec-:
[BraBlra.nm H-rile 17-Dec-i v
o | ’ |

Ready
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SIMPSON’S ONE-THIRD RULE FOR NUMERICAL INTEGRATION

Problem: Find the value of a given function f(x)=¢™ by the Simpson’s

one-third Rule of integration in between the points x =0.2andx =1.6 where
the value of the functions at different points are as follows:

X f(x)
1.6 4.953
1.8 6.050
2.0 7.389
2.2 9.025
2.4 11.023
2.6 13.464
2.8 16.445
3.0 20.086
3.2 24.533
3.4 ~29.964
3.6 ~ 36.598
3.8 44,701
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Newton-Kotes Formula:

In a region if x has equidistant values then the integration of a polynomial in the range a to b

is given as,

]
I P, (x,).ds . where the polynomial is given as,

.s-(.t—I)A,f " s(s=1)s-2) AT+
° 3 s osess

2

P(x)=fo +s4A, +

Here, s = (- %)

Or. hds = dx
Now, 7, (x,) is converted from x to s.

Let, n=1, then i=0, 1: it becomes a linear polynomial. Let the limits of integration are x,andx, .

j.f(x).dr = le)’0 + 3.0/, | dx
= hojl'[f,, + sAf, )ds
1 32
= Wylsl' + RS To
h.Af,
_hf+ >

Let, n=2, then i= 0, 1, 2: it becomes a quadratic polynomial. Let the limits of integration

mxn|x‘lx2'

5% x (5 —1
If(,)ﬁ,:!jU, +.u¥,+"("2! )Azfel.(b‘

A

= WSy + st + D0 S
0

[6f, +6(f, = o)+ (s =2/, + /)]

W
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SUe+af +£]

Let, n=3, then i=0, 1, 2, 3: it becomes a cubical polynomial.

[reaas =221, 43,434, + 13)

PROCEDURE:

Let there are 3 points which can be approximated in a &ié ol ol For n=>
Newton-Kote’s formula, quadratic polynomial. For n=2, from
The function is,

fG)= SUs+4f,+ £,
Thus in general,

ALGORITHM:

Enter the values of x as inputs.
Initialize no. of iterations n.
for i loop 1 to 14 in steps of |
Functional values i.e. f{x) are calculated as f(x) = e™* and stored in a vector F.

end for.
Initialize S1=S82=0
Compute h=x2-x1
for i loop 2 to (n-1) in steps of 1
if modulo division of n =0 i.e. nis even
10. Compute S1=S1H4*(F(1)))
11. elsei.e.nisodd
12. S2=S2+2*(F(i)))
13. endif

14. end for
15. Compute P=(h/3)*(S1+S2+F(1)+F(n)) as final result

16. Display the result.

PENAN A W~
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SIMULATION CODE:

%Simpson's 1/3 rule%

clear all;

x=[0.20.3 0.4 0.50.60.70.8 0.9 1.0 1.11.213141.5);
n=14;

for(i=1:1:14)

F(i)=exp(-x(i)*x(i));

end;

disp(F);
S1=0;

S2=0;
h=x(2)-x(1);
for(i=2:1:n-1)

if(mod(i,2)=0)
S1=S1+4*(F(i)));

else
S2=82+(2*(F(i)));
end;
end;
P=(h/3)*(S1+S2+F(1)+F(m));
disp(‘'The Result of Integration is=");

disp(P);
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RESULT AFTER SIMULATION:

MATI A
Fie Edt View Web Window Heb

\.I'I

. Curert Tireciony : nE I = l
| [pmmricrcas e v - @& o M
i[a11 riles [Fite Type  [Lest o
'|C-yBaclab-assignment Folder 07-Feb-12
" [Brivided Differe. .. BE-file u-m—:_J

a1 = B-tile ,16-Sov—

B;d,m_. H-Eile 03-Dec-:

1oy B-file 17-Dec—:
| i1z B-file 13-Dec—i 3
| FRALaBIa.E B-file L7-Dec-i v -
' _J o |Ld L
Ready
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